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This study investigated a pregrasp strategy for hook-
ing and caging ring-shaped objects. Through-hole fea-
tures enable the robot hand to hook an object with
holes by inserting its finger into one of the holes. Com-
pared to directly grasping the ring, an inserting mo-
tion is more convenient to allow the uncertainty of po-
sitioning errors and avoid collisions between the hand
and the object. Instead of recognizing the exact shape
of the object, we only detected its ring-shaped fea-
ture as a through-hole to be inserted and estimated
its approximate center position and orientation from
the point cloud of the object. The estimated geomet-
ric properties enabled the approaching motion of the
robotic gripper to complete insertion. The proposed
perception and motion-planning method was demon-
strated for rigid and deformable objects with holes.

Keywords: caging, manipulation, objects with holes,
perception, motion planning

1. Introduction

In recent years, robotic manipulators have been ex-
pected to work for production in industrial factories and
for human-like services [1, 2]. Robots should grasp and
manipulate numerous kinds of everyday objects with dif-
ferent shapes, materials, masses, and sizes. Because
robots often have hardware limitations, such as their
reaching range and hands with low degrees of freedom,
completing the assigned tasks can be challenging in cer-
tain instances.

Many studies have addressed these difficulties from the
viewpoint of object perception and grasp planning. Un-
known objects to be grasped can often be detected and
identified from depth images for motion planning [3],
and a motion planner using a deep-learning method can

generate appropriate grasp poses [4]. These approaches
perform with robotic systems in real-world applications,
such as industrial production [5] and warehouse automa-
tion [6]. More stable grasp performances require ab-
sorbing the sensor noises in object perception and mo-
tion planning, and errors in robot control should also be
avoided.

This study focuses on robotic caging, which is a grasp-
ing method that considers geometric constraints [7]. In
this method, the robot bodies surround a target object to
prevent it from escaping the cage formed by the robots.
This capturing strategy can be achieved even by position-
controlled robots because such geometric constraints do
not offer any force equilibrium and force control except
for avoiding excessive internal forces. Caging grasps
are often used for preshaping poses of grasping [8, 9].
This can then provide margins for uncertainty caused by
perception and control errors [10]. Owing to the above
advantages of geometric constraints, caging grasps by
robotic hands in three-dimensional space have been pro-
posed. Makita et al. derived sufficient conditions for the
caging of certain classified primitive shapes and planned
a sequential caging-based manipulation [11, 12]. Other
caging grasps also focus on the shape features of objects,
such as a topological approach for necked shapes [13] and
ring shapes [14]. Kwok et al. proposed a rope-wrapping
constraint for both the ring and neck shapes [15]. In con-
trast to complete caging grasps in two-dimensional space,
caging by robot hands in the three-dimensional space does
not often satisfy the necessary conditions owing to hard-
ware limitations, such as the few fingers in parallel jaw
grippers and hands with low degrees of freedom. Hence,
partial caging has been studied to allow the incomplete-
ness of geometric constraints [16,17]. Partially caged ob-
jects have paths that allow escape from the cage; how-
ever, the gravitational and contact forces interfere with
the objects not escaping [18, 19]. The hooking strategy,
in which a robot captures ring-shaped objects with only

734 Journal of Robotics and Mechatronics Vol.35 No.3, 2023

© Fuji Technology Press Ltd. Creative Commons CC BY-ND: This is an Open Access article distributed under the terms of
the Creative Commons Attribution-NoDerivatives 4.0 InternationalLicense (https://creativecommons.org/licenses/by-nd/4.0/)



Through-Hole Detection and Finger Insertion Planning

Fig. 1. Planning of ring-type caging via finger insertion
motion: using point cloud data from a depth camera, the
target object on the table is segmented and detected with
its through-hole features. Finally, the insertion motion is
demonstrated using a robotic arm and a parallel jaw grip-
per.

a few fingers and resists gravitational forces, is an intu-
itive approach for grasping and catching objects [20, 21].
These require detecting ring-shaped features to obtain the
contact points of grasping or the insertion points of fin-
gers, as in the case of ring-type caging presented in [12].

In this study, we investigate the insertion planning of a
robotic jaw gripper into object holes for hooking motions
as preshaping of caging grasps (Fig. 1). The shape fea-
tures of the hole, used as geometric information required
to insert one of the fingers, were estimated with depth
images using point cloud processing. We verified the
proposed method for shape-feature detection and motion
planning using everyday objects. In fact, there are cer-
tain unsuitable situations for applying caging grasps, such
as holding a water-filled mug, because the posture of the
grasped object is often not fixed in caging grasps. Nev-
ertheless, this intuitive grasping strategy has advantages
attributed to geometric constraints in particular scenes.

The main contribution of this study is an attempt to de-
tect holes and determine the insertion target point and di-
rection without any approximation by the primitive shapes
of objects. In general, the shapes of holes in three-
dimensional space are not always straightforward, par-
ticularly for the estimated shapes from the noised point
cloud. Hence, determining an appropriate insertion tar-
get point to avoid collisions with the object is difficult.
In addition, some holes cannot be pass through. For ex-
ample, a mug has two holes in its handle and lip; how-
ever, the lip hole is inappropriate for finger insertion. Al-
though it is possible to hook the object at the lip, the han-
dle is more suitable for hooking motions and preshaping
of caging. These can be distinguished by projecting the
point cloud onto the plane. Moreover, we estimated the
insertion abstract point using the circumscribed cuboid of
the through-hole and determined the insertion direction
for the hole using each normal direction on its contour.
Motion planning using the above geometric information

Fig. 2. Example of preceding motion for ring-type caging
and hooking. The insertion motion requires the position and
orientation of the through-hole of the object.

is not novel and employs a conventional motion planner
with random sampling.

2. Sufficient Conditions of Caging Grasp for
Objects with Holes

According to a survey paper on robotic caging [7],
there are various types of caging grasps by a multifingered
hand, focusing on target object features and capturing
strategies. Furthermore, sufficient conditions of caging
grasps have been studied for each categorized pattern of
object constraint. This study deals with caging an object
with holes [14], which is also called ring-type caging [12],
in which a robotic finger is inserted into one of the holes
and approaches the other bodies of the robots. When the
gap between the approaching robot bodies becomes suffi-
ciently narrow for the object to not pass through the gap,
the object is geometrically confined. These sufficient con-
ditions guarantee the construction of Hopf link [a] with
the hole of the object and the robotic fingers, similar to a
chain. If the robots are fully position-controlled with an
infinite servo torque, the object will never escape from the
robotic cage without considering the force equilibrium.

Inserting the robotic finger into the through-hole is the
preceding motion before completing the caging of a ring-
shaped object. However, only the insertion motion can
accomplish hooking capturing as partial caging, even by a
robotic jaw gripper whose fingers have no joints to form a
ring shape (Fig. 2). In this study, we focus on the preced-
ing motion and the geometric features necessary to plan
finger insertion.

3. Methodology

This study assumes that a target object has a through-
hole for finger insertion. For the insertion strategy, we
determine the insertion position and direction toward the
hole of the object. The geometric information required
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Fig. 3. Example of the plane segmentation: the largest plane
is detected on which the target object assumes to be present.

for motion planning is estimated using the point cloud of
the object obtained by an RGB-D camera. Note that the
detailed shape of the target object nor the recognition of
the object itself is not required because these are not nec-
essary for inserting the robotic finger into the hole. How-
ever, the approximate shape of the object represented by
the point cloud is essential to avoid collisions between the
robot and the object during insertion. Additionally, we as-
sume that the robotic finger and manipulator used in this
study are fully position-controlled with sufficiently high
servo torques to resist any external wrench applied during
manipulation.

3.1. Perception of Ring-Shaped Objects
3.1.1. Object Detection from Point Cloud

Three-dimensional (3D) object detection is a key issue
in planning robotic grasping and manipulation [22–25],
and there are various efficient approaches using point
clouds retrieved by RGB-D cameras. In this study, object
detection methods are irrelevant, and we assume that the
segmentation of point clouds can be accomplished using
certain approaches to retrieve the sufficient 2.5D image
of the target object. Although the heuristic procedure for
extracting the focused point cloud in this study is trivial,
employing this approach is not always necessary.

For simplicity, we assume that the target object with
holes is on a flat table, and a depth camera detects the table
as the largest plane in the three-dimensional scene. Af-
ter acquiring the point cloud of the scene using the depth
camera, plane equation fitting is performed to detect flat
surfaces in the scene. Among the areas of all the planes,
the largest plane segmentation is selected as the assumed
table on which the target object is placed (Fig. 3). The
plane extraction algorithm then reserves only the point
cloud existing over the largest plane in the plane coor-
dinate (Fig. 4). Thus, the remains correspond to all the
objects on the flat table and often include multiple ob-
jects. Hence, a labeling algorithm is run to separate the
point cloud into clusters to identify each object.

Fig. 4. Removal process of unnecessary point cloud. The
coordinate system of the sensor is ∑c, whereas that of the
plane is ∑s. The estimated bounding box of the target object
is represented by the cuboid.

(a) Segmentation of the target
object

(b) Meshed point cloud

Fig. 5. Object detection and surface estimation for the target
object.

When multiple objects are present on the flat plane, the
target object must be recognized from the clusters. Al-
though the following algorithm for detecting through-hole
features is applicable to any cluster of point clouds, the
target was deliberately selected for simplicity. The dom-
inant choice is not required when only one target object
has holes.

The extracted cluster of the point cloud represents its
discrete location on the surface of target object (Fig. 5(a)).
Thus, a meshing algorithm is run to construct a polygon
mesh as the estimated surface of the target (Fig. 5(b)).

3.1.2. Recognition of Through-Hole Features
This section aims to identify the through-holes of the

object as ring-shaped features in the polygon mesh, which
is composed of triangles and represents a 2.5-dimensional
approximated surface of the target object. Because we ob-
tain a point cloud from only one shot of the depth camera,
we do not obtain the entire target surface. The edges of
the triangles are grouped into two types of line segments:
a shared line between the two triangles and a boundary
line facing the outside (see the left side of Fig. 6). The
boundary line segments generally represent the contours
of the polygon mesh, and the outer line segments must
be looped. In addition, the polygon mesh has an inner
looped boundary contour, as shown on the right side of
Fig. 6. Thus, the proposed method for recognizing the
through-holes of the object involves detecting the nesting
loop contours on the polygon mesh of the object.
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Boundary line Shared line

Outside loop
Inside loop

Fig. 6. Description of extracting the loop features.

Fig. 7. Examples of unnecessary loops by projection onto
2D plane.

However, noised point clouds induce incompletely
looped contours in three-dimensional space. In addition,
some looped contours do not correspond to through-holes,
such as mug lips. Hence, before polygon mesh process-
ing, the point cloud is projected onto the vertical plane
of the optical axis of the depth camera to avoid such er-
rors. This process can remove unnecessary looped bound-
ary lines and discover through-holes visible to the camera
(Fig. 7). After projection, we obtain the point cloud on
the two-dimensional plane and generate a planar mesh.
Hence, we can quickly draw complete looped contours
from the mesh.

Moreover, we employ the following smoothing tech-
nique. We assume that the estimated looped contour
contains separate line segments whose either endpoint
is present within a certain distance from the estimated
looped contour. Tiny looped contours with less than ten
edges are neglected. In obtaining two-looped nesting con-
tours, a through-hole in the object can be found from the
camera view of the three-dimensional scene. Otherwise,
the object is assumed to have no through-holes, whether
they are visible in the camera view.

In Fig. 8, we show an example in which a kettle is
scanned, and the looped contours representing its handle
can be successfully detected. Note that there are multi-
ple inner-looped contours in the mesh polygon at times,
which implies that the target object may have multiple
through-holes as candidates for finger insertion. In this
study, we do not narrow down the candidates for motion
planning and deliberately select one. A more effective se-
lection that considers collision detection and task recov-
ery strategies is expected in the future.

It should be noted that the through-hole detection does
not consider the possibility of finger insertion, as dis-
cussed in the next section. To pass through the hole, the
robotic finger must not occupy the body of the object.

Fig. 8. Results of extracting through-hole features.

When the cross-section of the finger is larger than that of
the through-hole, a failure can be expected. However, it
is difficult to determine the cross-section of complicated
loops in three-dimensional space along the finger inser-
tion direction. Additionally, because we cannot obtain the
entire three-dimensional image of the object from only a
one-sided depth image, the true cross-section is not con-
firmed. Hence, we do not derive the shape restriction be-
tween the object and robots in this step and practically
adopt collision avoidance.

3.2. Planning of Finger Insertion Motion
Using the through-hole features, we consider motion

planning for inserting a robotic finger into the hole as the
preceding motion for hooking and ring-type caging. The
insertion motion requires a reaching point of the finger
and a corresponding direction vector as geometric infor-
mation. Although we can obtain the through-hole features
in three-dimensional space as in the previous procedure,
their forms are generally complicated and not straightfor-
ward. Hence, we determine the approximate position and
orientation of the hole instead of estimating its exact form.
The following procedure can work in many situations be-
cause finger insertion into the hole often has sufficient tol-
erance to avoid collisions between the finger and the body
of the hole.

3.2.1. Determination of Reaching Point
When a robotic finger approaches the through-hole

of the target object, collision avoidance between them
should be considered. Because it is difficult to determine
an optimal reaching point for the complicated shape of the
hole, we only determine an approximate central point of
the hole as the furthest point from the body of the hole
to avoid any collisions. Accordingly, we obtain a cir-
cumscribed cuboid of the through-hole contour and de-
termine its center point as the reaching point for the fin-
ger (Fig. 9). Note that this estimation is unsuitable for
gourd-shaped holes because the center point of each cir-
cumscribed cuboid may be around its neck. To avoid col-
lision with the approaching finger and the body of the
hole, the reaching point around the broader area of the
hole must be determined. This may require separating the
hole into convex shapes.
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Fig. 9. Circumscribed cuboid of the through-hole corre-
sponding to the results in Fig. 8.

Inside loop Target object

Fig. 10. Description of detecting insertion vector.

3.2.2. Determination of Insertion Direction
The insertion direction of the robotic finger must avoid

collisions with the object until the finger reaches the lo-
cation determined in the previous section. The optimal
direction for the insertion is almost perpendicular to the
hole contour. Hence, we focus on the estimated contours
that consist of line segments. Two adjacent line segments
are selected, and two direction vectors along the line seg-
ments from the intersection point are obtained (Fig. 10).
It calculates the two vectors vvvi from a target point pppi in
the loop to an adjacent point pppi−1 and vvvi+1 from pppi to an-
other adjacent point pppi+1 and estimates the outer product
nnni = vvvi × vvvi+1. The normal vector of the two selected line
segments on contour nnni can be calculated for every inter-
section point. Finally, we obtain the representative normal
vector nnnr = ∑N

k=1 nnnk, which is assumed to be almost per-
pendicular to the hole. The sign of the calculated vector
should be adjusted using the inner product of the vectors
for the appropriate insertion direction. The normalized
and aligned normal vectors of the hole can be expressed
as follows:

n̂nnr = sign ((pppl − ppph) ·nnnr)
nnnr

||nnnr|| , . . . . . . (1)

where pppl denotes the estimated position of the hole, as de-
scribed in the previous section, and ppph denotes the initial
position of the robotic hand. The results for the detected
insertion directions are shown in Fig. 11. Four other views
of the same object are also shown in the figure. The ar-
rows indicate the estimated direction through the hole.

(a) Kettle

(b) YCB kettle

Fig. 11. Results of estimating insertion direction. Each
figure provides the same result from four other viewpoints.

3.2.3. Insertion Strategy
The finger insertion motion of the robotic gripper is de-

termined using the above calculated geometric specifica-
tions: the approximate position and estimated normal vec-
tor of the hole. The finger insertion motion is a preceding
motion for hooking or ring-type caging. Note that we do
not consider the collision between the robot and the object
during insertion in this step. Based on the insertion strat-
egy, the employed motion planner searches for the mo-
tion path of the robot while considering collision avoid-
ance. The following steps describe the insertion strategy
(Fig. 12):

Step 1 The robot finger approaches from the initial posi-
tion ppph to a waypoint pppw. The waypoint is deter-
mined to be the nearest position in front of the hole
as pppw = pppl − an̂nnr, where a is an arbitrary positive
value.

Step 2 The hand of the robot changes its posture to align
the direction of the finger body dddfng parallel to the
direction vector n̂nnr.

Step 3 The finger moves from pppw to pppl along n̂nnr without
changing its posture.
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Initial pose

Approach pose

Fig. 12. Planning of finger insertion into the through-hole.

(a) Kettle (b) YCB Kettle

(c) Tote bag (d) Cable
Fig. 13. Target rigid and deformable ring-shaped objects.

The represented finger point should then be located as
close to the palm as possible for the entire body of the
finger to pass through the hole.

After finger insertion, the robotic hand lifts the target
object and moves vertically. This method is called hook-
ing, as proposed by Stork [20], and it can constrain an
object using gravitational forces. Gravity-aided grasping
with incomplete geometric constraints has also been stud-
ied for energy-bounded caging [18], basket caging [19],
and partial caging [16].

4. Experimental Results

We demonstrate the motion of four objects with holes,
as shown in Fig. 13, to validate the proposed insertion
strategy for the robotic finger as the preceding motion
of hooking and ring-type caging. Each has only one
though-hole for insertion. The blue kettle is one of YCB
object [26], which is refereed to here as “YCB kettle,”

whereas the other kettle is simply called a “kettle.” The
tote bag and cable are deformable objects. Note that the
YCB object and model set are presented for benchmark-
ing in robotic grasping and manipulation research [26],
which include everyday objects of various sizes, weights,
and shapes to assess the manipulation performances.

4.1. Hardware and Software Setup
In the experiments, we use a Kinect v1 (Microsoft

Corp.) as the depth camera to obtain a point cloud. A
dual-arm robot with parallel-jaw grippers, Baxter (Re-
think Robotics Inc.), is used as the manipulator. The en-
tire sequence of perception, motion planning, and robot
control is implemented with ROS (Robot Operating Sys-
tem [27]).

The control system runs on an Ubuntu 14.04 PC with a
CPU of Intel Core i5 running at 2.8 GHz.

4.2. Results of Perception and Motion Planning
Figure 14 shows the results of synthesis planning from

perception to motion. For each trial, the target objects
are located at marginally different placements inside the
workspace of the manipulator. The handles of the kettles
and tote bag are located nearly vertical to the optical axis
of the depth camera for the camera to acquire the point
cloud on the handles. Thus, the shape of the tote bag han-
dle changed every time owing to the gravitational force.
By contrast, the rolled cable lay on the desk and is de-
formed at times. In addition, the robot performs a lifting
motion to pick up the target object as hooking. The num-
ber of finger insertion trials for each object is ten, and
the success rates are as follows: 7/10, 8/10, 5/10, 0/10
for the kettle, YCB kettle, tote bag, electric cable, respec-
tively. Most failures occurred during finger insertion with
collisions between the robot and the object, although the
geometric information of the holes was successfully esti-
mated. The main reason for the failures with the electric
cable was the faulty determination of the insertion direc-
tion, as shown in Fig. 15. In this case, the point cloud
segmentation, which was supposed to separate the cable
and the desk, failed. Moreover, the largest through-hole
to be inserted was not determined. Another tiny through-
hole was obtained, and its representative direction was es-
timated.

4.3. Discussion
All experiments, except for the rolled cable, showed

that the proposed method could successfully detect each
through-hole of the target objects with marginally differ-
ent placements and generate finger insertion motion for
each object to hook up. Because each ground truth value
of the reference points of the loops and the correspond-
ing insertion direction were not determined, as mentioned
in Section 3.2, this study was only verified qualitatively
without comparing the estimation precision.

Contacts between the finger and the target object dur-
ing the planned insertion motion caused failures. Factors
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(a) Kettle (b) YCB kettle

(c) Tote bag

Fig. 14. Experimental results of motion planning for finger
insertion.

Fig. 15. This case fails to generate the trajectory. The inser-
tion direction is not estimated for the largest through-hole of
the cable but for any scattered features.

for these failures were the error from the sensor noises
and the lack of point cloud density when calculating the
polygon mesh. In addition, the area of the through-hole
affected the success rate. The width of the through-hole of
the kettle’s handle was 27.3 mm, whereas that of the YCB
kettle was 17.2 mm. The gripper, on the other hand, has a
width of 12.3 mm. If the insertion direction is excessively
tilted for the hole, motion planning may not be completed
owing to the collision between the finger and the object.
Nevertheless, in these experiments, the insertion planning
and hooking motion could be performed successfully in
certain instances, even with collisions. The margin in
the finger insertion strategy for the through-hole can con-
tribute to absorbing such uncertainties in object percep-
tion. Moreover, in the case of the tote bag, the deforma-
tion caused by the collision with the finger sometimes did
not interrupt the planned finger insertion (Fig. 14(c)).

In the case of the cable, there were no successful tri-
als, despite being rarely deformed. The main reason for
this failure is that the cable was placed on the desk to
cover its largest through-hole, as shown in Fig. 13(d).
Fig. 15 shows an unexpected estimation of the through-
holes and insertion direction in such cases. Even if the
finger insertion into the cable placed on the desk can be
performed, the hooking motion used to lift the object by
the straightforward approach described in Section 3.2.3
may fail. Thus, the target object with holes should be
present such that a depth camera can observe its through-
holes, and point cloud segmentation succeeds in the pro-
posed method. Furthermore, we must improve the de-
termination of the insertion direction for various poses
of through-holes and path planning, considering collision
avoidance, for more stable finger insertion.

5. Conclusion

In this study, we proposed perception and planning
methods to obtain finger insertion motion for ring-shaped
objects with through-holes as a preceding motion of hook-
ing and ring-type caging. A projection technique for a
point cloud facilitated the detection of the through-holes.
The position of the through-hole was determined to be at
the center of the circumscribed cuboid of the hole. The
insertion direction was estimated for each normal direc-
tion of the line segments comprising the hole contour. We
demonstrated the generated motion for inserting a robotic
finger into the hole using four objects.

In the future, we plan to apply this method to various
objects in complex environments and improve point cloud
segmentation and feature detection. Collision avoidance
and deformation of the target object are also considered
for more stable grasping and manipulation.
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